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Abstract 

Throughout their lifetime, trees store valuable environmental information within their wood. Unlocking this infor-
mation requires quantitative analysis, in most cases of the surface of wood. The conventional pathway for high-
resolution digitization of wood surfaces and segmentation of wood features requires several manual and time 
consuming steps. We present a semi-automated high-throughput pipeline for sample preparation, gigapixel imaging, 
and analysis of the anatomy of the end-grain surfaces of discs and increment cores. The pipeline consists of a col-
laborative robot (Cobot) with sander for surface preparation, a custom-built open-source robot for gigapixel imaging 
(Gigapixel Woodbot), and a Python routine for deep-learning analysis of gigapixel images. The robotic sander allows 
to obtain high-quality surfaces with minimal sanding or polishing artefacts. It is designed for precise and consistent 
sanding and polishing of wood surfaces, revealing detailed wood anatomical structures by applying consecutively 
finer grits of sandpaper. Multiple samples can be processed autonomously at once. The custom-built open-source 
Gigapixel Woodbot is a modular imaging system that enables automated scanning of large wood surfaces. The 
frame of the robot is a CNC (Computer Numerical Control) machine to position a camera above the objects. Images 
are taken at different focus points, with a small overlap between consecutive images in the X-Y plane, and merged 
by mosaic stitching, into a gigapixel image. Multiple scans can be initiated through the graphical application, allow-
ing the system to autonomously image several objects and large surfaces. Finally, a Python routine using a trained 
YOLOv8 deep learning network allows for fully automated analysis of the gigapixel images, here shown as a proof-of-
concept for the quantification of vessels and rays on full disc surfaces and increment cores. We present fully digitized 
beech discs of 30–35 cm diameter at a resolution of 2.25 µ m, for which we automatically quantified the number 
of vessels (up to 13 million) and rays. We showcase the same process for five 30 cm length beech increment cores 
also digitized at a resolution of 2.25 µ m, and generated pith-to-bark profiles of vessel density. This pipeline allows 
researchers to perform high-detail analysis of anatomical features on large surfaces, test fundamental hypotheses 
in ecophysiology, ecology, dendroclimatology, and many more with sufficient sample replication.
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Background
Information about environmental fluctuations is 
recorded in trees over their lifetime as a result of the 
impact thereof on their growth. Decoding this infor-
mation relies on quantitative analysis, and therefore 
detailed digitization of wood is essential. Digitization of 
wood surfaces [1, 2] is becoming the standard for wood 
research, not only to perform on-image tree-ring width 
measurements, but also to quantify anatomical features 
such as vessel size and density, that can be derived from 
the surface of wood.

However, there is a need for preparation of these sur-
faces, imaging thereof and subsequent analysis of the 
images.  To capture the variability inherent to trees, we 
need to be able to do this for large collections and / or 
large surfaces.

Conventionally, microtomy is a widely used technique 
for visualizing wood anatomy at a cellular level, providing 
excellent material for high-resolution imaging [3]. Thin 
sections of wood are cut with a microtome and digitized 
with transmitted light microscopy. While microtomy 
reveals fine details, it is labour-intensive and prone to tis-
sue distortion (e.g. cell wall rupture) due to varying cell 
properties [4], but superb quality can be obtained [5]. 
With specialized tools, long cross-sections can be made, 
yet its section size is mostly limited to less than 10 cm and 
harder wood species are more difficult to process, com-
plicating the analysis of pith-to-bark cross-sections. UV 
laser machining offers an innovative alternative by using 
ultraviolet laser beams to remove surface material with-
out mechanical contact [6]. While this method achieves 
excellent surface quality, it is limited to small areas, mak-
ing it impractical for large wood samples without special-
ized equipment [7]. Single-point diamond fly-cutting is 
an alternative that addresses those limitations [4]. This 
technique uses a rotating diamond edge to create smooth 
surfaces on large cross-sections without distorting the 
specimen, and it significantly reduces preparation time 
compared to microtomy. However, careful tool configura-
tion is essential to prevent surface damage, particularly in 
anisotropic wood, and it is not widespread in use. Sand-
ing and polishing still remains one of the most accessible 
and versatile techniques, favoured in dendrochronology 
for preparing large surfaces such as full stem discs [4]. 
Sanding smooths the wood surface, enhancing the vis-
ibility of both macroscopic and microscopic anatomical 
features. Unlike microtomy, which requires extensive 
preparation and tissue softening, sanding can quickly 
produce high-quality surfaces with minimal setup [8]. 
The sanding quality is critical for ensuring the clarity and 
accuracy of the features visible on the captured images. 
This requires maintaining consistent pressure across the 
surface to avoid permanent scratches and inconsistencies 

and is a major challenge with manual sanding. The intro-
duction of robotic sanding effectively mitigates this, pro-
viding consistent and reliable sanding across large and 
complex surfaces [9]. This innovation makes sanding an 
excellent technique for large-scale wood anatomy visu-
alization, offering both accessibility and excellent surface 
quality for a range of studies.

To image large wood surfaces in tree-ring science, 
flatbed scanners have traditionally been and are still 
used nowadays, due to the low cost, ease of operation 
and availability as a consumer product. Such scanners 
typically have a maximum optical resolution which is 
often sufficient for tree-ring width measurements [10] 
and blue intensity measurements [11], yet it is not suf-
ficient for species with very narrow rings or for quanti-
tative wood anatomy studies (e.g. [12]). Furthermore, 
such scanners require a flat surface to be in touch with 
the scanner plate, in order to achieve best image qual-
ity. Specifically for the imaging of increment cores and 
smaller discs, custom-built systems have been developed 
such as CaptuRing [13], ATRICS [14], the Skippy system 
developed at WSL (e.g. [15]) and the system developed 
by [16]. In addition to these custom-built systems, high-
end commercial systems exist for scanning of large sur-
faces by image stacking and stitching, used for example 
in the research of [1]. This system, which uses a digital 
reflex camera as imaging tool, allows for high resolution 
imaging of large surfaces, reaching resolutions down to 
1.28 µm. Other commercial systems exist as well, which 
can achieve even higher resolutions because they are 
based on digital microscopy, such as in the recent work of 
[17]. In addition, techniques such as confocal microscopy 
[18], SEM [19] and X-ray CT [20] exist as well, but are 
in most cases limited to smaller surfaces or volumes and 
require specialised equipment.

While conventional image analysis has proven to be 
very useful to quantify wood anatomical features e.g. [5, 
21], recent advancements in deep learning have demon-
strated significant potential for broader application in 
image-analysis workflows and is particularly interesting 
here due to its robustness, relative to conventional meth-
ods, when trained accordingly. Pre-trained models - like 
the Segment Anything Model [22], Detectron2 [23], and 
YOLOv8 [24]—can achieve high levels of segmentation 
quality while requiring limited amounts of additional 
use-case specific training data. Neural network-based 
approaches are increasingly prevalent in dendrochro-
nology and wood anatomy. In dendrochronology, these 
techniques are used for automatic tree ring detection 
[25–27], while in dendro-anatomy, they facilitate wood 
anatomical segmentation [28–31].

While all tools are available separately, we combine 
them here into a single, functional workflow. The pipeline 
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we present in this paper consists of a robotic sander, 
a custom-built imaging robot (further referred to as 
Gigapixel Woodbot), and a Python-based deep learning 
routine for large image analysis. We detail the different 
steps of polishing to obtain a high surface quality, digi-
tizing at high resolution and quantifying vessels and rays 
of the full surface of 5 beech discs and 5 beech incre-
ment cores, showing a proof-of-concept of the potential 
achieved by automation.

Methods
Materials
The five beech discs used as in this paper were collected 
by the Institute for Nature and Forest Research (INBO: 
https://​ror.​org/​00j54​wy13) as part of the Intensive Moni-
toring Forest Ecosystems Measurement Network (Inter-
national Co-operative Programme on Assessment and 
Monitoring of Air Pollution Effects on Forests level II). 
These discs (Tw81397, Tw81403, Tw81405, Tw81408, 
Tw81410) are part of the Tervuren xylarium, the wood 
collection curated at the Royal Museum for Central 
Africa, Belgium (https://​ror.​org/​00180​5t51).

The five beech increment cores were already collected 
for a dendro-ecological study on beech from the Sonian 
forest [32] and are glued to a standard wooden holder.

Robot for automated polishing of surfaces
Figure  1 presents a detailed view of the robotic sander, 
which is a prototype developed through a collaboration 
between Imbema Belgium NV and Gibas Automation 
BV. This machine is specifically designed to sand and pol-
ish wood surfaces with high precision and consistency by 
applying consecutively finer grits of sandpaper.

Components
The machine has two integrated components: (1) a Cobot 
UR10e (Universal Robots, Denmark) collaborative robot 
arm. The arm features six rotating joints (6 Degrees 
of Freedom) with a payload of 12.5  kg and a reach of 
1300  mm. The arm is controlled by a cable-connected 
touchscreen with a PolyScope graphical user inter-
face; (2) the Automated Industrial Orbital Sander from 
Mirka, model Airos 650 CV with a 150 mm sanding pad 
diameter.

Control and automation
The control system for the orbital sander has been inte-
grated into the PolyScope 5 software. This integration 
allows users to manage key aspects of the sanding pro-
cess, ensuring optimal performance and consistency. Key 
controllable parameters include contact pressure, sand-
ing speed, rotation speed and sanding pattern.

Fig. 1  Robotic sander with working surface and detailed view of fixation of a beech stem disc (upper-right corner)

https://ror.org/00j54wy13
https://ror.org/001805t51
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The robot measures applied force and torque during 
movements (X-Y-Z) with respective ranges of 100 N and 
10.0  Nm, precision of 5.0  N and 0.2  Nm, and accuracy 
of 5.5 N and 0.5 Nm. The pressure exerted by the sander 
in the Z-direction can be adjusted manually according 
to the density and shape of the wood specimen. Higher 
density wood requires greater force to achieve the same 
surface quality without compromising contact time. The 
shape of the specimen, particularly its thickness and 
width, also influences the removal of wood by the applied 
pressure. For this reason, (thin) increment cores require 
less pressure to avoid excessive tissue removal.

The speed at which the orbital sander moves across the 
wood surface is adjustable and consists of the speed for 
moving between samples and the speed for actual sand-
ing of the sample (standard of 60 mm/s).

The rotational speed of the sanding pad can be tuned 
between 4000  rpm and 10  000  rpm. Higher rotation 
speeds increase the process speed but may cause defects 
(e.g. fissures) in specimens with higher internal moisture 
content due to increased friction and heat.

The pattern of movement of the sander can be pro-
grammed to achieve consistent and comprehensive sand-
ing coverage. Lateral and circular movements can be 
adjusted to reduce pattern effects on the finished surface.

Surface preparation
Before sanding, the surface must be flattened using mill-
ing or belt sanding. Belt sanding is recommended for 
small, low-density wood surfaces, due to the high speed 
of this technique. Router milling is better for high-den-
sity wood and large surfaces to avoid scorching of cross-
sectional surfaces.

Specimen fixation
Specimens must be securely fixed onto the general work 
table to prevent wobbling due to vibrations by using rub-
ber feet, screws, and washers (see Fig. 1) or direct screw-
ing to the table of the supports.

Sanding grits
The following grits, expressed as number of abrasive 
grains per square inch, were used for sanding: 40, 60, 80, 
120, 180, 240, 320, 400, 500, 800, 1000, 2000, and 4000 
(see also [16]). For stem discs, grit 40 was used as start-
ing point for milled surfaces while grit 60 serves as start-
ing point for belt sanded surfaces. For increment cores, 
belt sanding is the fastest and easiest method to flatten 
the surfaces before eccentric sanding. Grit 120 was used 
as starting point for the eccentric sanding, as the incre-
ment core surfaces are thin and therefore sensitive to 
excessive removal of wood at grits with more abrasion. It 
is advised to use sand paper with a mesh design, which 

offers enhanced dust removal and flexibility, and a longer 
lifespan. This makes it more suited for long sanding pro-
cesses aiming for high-quality and consistent sanding, 
than perforated sand papers.

Sanding up to grit 240 was noted as the minimum 
requirement for visualizing macroscopic anatomical fea-
tures. At this grit level, the surface is sufficiently smooth 
to discern primary structural elements such as growth 
rings, vessel arrangements, and grain patterns. For accu-
rately measuring wood anatomical features (e.g. ves-
sel diameter and ray width), a smoother wood surface is 
often needed. We polished up to grit 4000 sandpaper to 
ensure high-level surface quality at the end.

Standard procedure
The time required to acquire the necessary sanding qual-
ity depends on the aforementioned settings of pressure, 
speed, rotation speed, spacing, circularly movements, 
and also on the specimen shape and wood species and 
remaining quality of the sanding paper.

Every sample surface is programmed separately and 
consists of the same steps (see Appendix A).

Polishing of beech discs and increment cores
All beech discs were mounted on the table, and polish-
ing was programmed using a pressure of 80  N, a sand-
ing speed of 60  mm/s, a rotation speed of 8500 rpm, a 
spacing of 30 mm with 10 loops. Subsequent grits were 
used: 40, 60, 80, 120, 180, 240, 320, 400, 500, 800, 1000, 
2000, and 4000. The sample holder with increment 
cores was also mounted on the table, and polishing was 
programmed using a pressure of 35  N, a sanding speed 
of 60 mm/s, a rotation speed of 8500  rpm, a spacing of 
30  mm with 3 loops. Subsequent grits were used: 120, 
180, 240, 320, 400, 500, 800, 1000, 2000, and 4000.

Gigapixel Woodbot for automated imaging
The custom-built setup is shown in Fig. 2. The Gigapixel 
Woodbot consists of a CNC (Computer Numerical Con-
trol) machine with camera system and laser distance 
sensor attached to the tool head. The camera system con-
sists of a camera, a telecentric lens and ring lighting. The 
entire set-up is controlled via a GUI on a workstation (see 
Appendix B).

Hardware
CNC motion platform  The High-Z S-1000T CNC 
machine (CNC-STEP, Germany) is used for the motion 
of camera system and laser. The travel ranges in X-, Y- 
and Z-direction are 1000  mm, 600  mm and 110  mm, 
respectively. The maximum speed of the X- and Y-motors 
is 12000  mm/min, while the motor of the Z-axis has a 
maximum speed of 1800  mm/min. The repeat accuracy 
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is 0.01 mm and the backlash (slack in gears causing inac-
curate positioning) ± 0.015 mm.

Camera system  A camera system is attached to the 
toolhead of the CNC machine. The camera system 
combines a Genie camera NanoXL-C4090 (Teledyne 
Dalsa, Canada), a telecentric lens TC4M009-F (Opto-
Engineering, Italy), a OM70-P0140.HH0100.EK laser 
distance sensor (Baumer, Germany) for depth estima-
tion and a HPR2-75SW-IU ring light (CSS Europe NV, 
Belgium) (Fig. 2).

The camera is industrial-grade and takes RGB images 
with a size of 4096 x 4096 pixels, controlled via an Eth-
ernet connection. The telecentric lens allows only par-
allel light beams to pass through, limiting distortion 
of the recorded image. The lens has a focal distance of 
63.3 mm, a Depth of Field of 0.3 mm and a magnifica-
tion of factor 2. The combination of the camera and 
telecentric lens, assembled by Stemmer Imaging (Ger-
many), results in images of 4096 x 4096 pixels where 
each pixel corresponds to 2.25 µm x 2.25 µm. Due to the 
fixed focal length and Depth of Field, multiple images 
are needed when imaging an area with height differ-
ences to create a single sharp image, a principle which 
is known as extended focus imaging. For this purpose, 
the Gigapixel Woodbot is equipped with a laser sensor. 
The accuracy of the sensor (1.2–2.5 µm) thus enables 
to measure height differences smaller then the Depth 
of Field. A topology map of the sample surface is first 
created by the laser, after which the number of images 
to be taken per position is calculated. The ring light 
ensures uniform illumination close to the object, pro-
viding a cold white light with a colour temperature of 

6000  K. The diffusivity of the light facilitates imaging 
polished objects that are reflective and shiny.

Workstation  The Gigapixel Woodbot is controlled by a 
workstation, coordinating and controlling the entire pro-
cess, including communication with the CNC machine, 
camera and laser sensor. The workstation runs Ubuntu 
20.04.6 LTS (Focal Fossa), features an RTX 3090 GPU 
(NVidia, USA) with 24GB VRAM, allowing image acqui-
sition and subsequent stacking and stitching to be per-
formed efficiently and quickly. The workstation has 256 
GB RAM and two 12 TB hard drives as storage media. 
The workstation also includes a parallel PCIe interface 
card (Digitus DS-30040-2) that allows the CNC machine 
to be controlled via a parallel DB25 cable.

Software architecture
The acquisition process for gigapixel images, which con-
sists of an acquisition and a processing phase, is shown as 
a diagram in Figure 10 in Appendix C.

In the acquisition interface, a height map of the object 
is created by the laser sensor to determine the number 
of images to be taken at each position, considering the 
Depth of Field of the camera system. Due to the complex 
3D interconnection of the images, both the positional 
information as well as other metadata are stored in the 
Document Image Store (DIS), a document-oriented data-
base. Note that the Gigapixel Woodbot can also take 
images at a fixed Z-height, or with a fixed number of 
images per position, without the need for a laser height 
map. In the analysis interface, the metadata of an acqui-
sition task is retrieved from the DIS. Extended depth of 
focus is obtained by combining the set of images taken 

Fig. 2  The Gigapixel Woodbot (left) and 3D rendering (AutoDesk Fusion 360®) of the toolhead with laser, camera, ring light and telecentric lens 
(right)
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on the same position. These images are further corrected 
for vignetting - an optical phenomenon occurring when 
light rays do not pass evenly through the lens of a camera 
or other optical instrument and the edges of the image 
appear darker than the centre - and stitched together to a 
single gigapixel image.

The software makes use of Docker, which is an open 
source platform used to package software applications 
into containers, which are lightweight and portable 
environments in which applications can run, with all its 
dependencies regardless of the environment in which it 
is placed. The domain diagram (Figure 11) and details on 
the different containers can be found in Appendix C.

To control the Gigapixel Woodbot, a GUI is avail-
able that runs in a separate container. The graphical user 
interface, with 4 tab pages (control, acquisition, analysis 
and calibration) is described step-by-step in Appendix B.

Imaging of beech discs and increment cores
The beech discs were mounted and imaged separately 
on the Gigapixel Woodbot, and the five beech increment 
cores were imaged sequentially without user intervention 
using a specific acquisition protocol for increment cores. 
The principle is illustrated in Fig. 12 in Appendix D.

Deep learning for quantitative wood anatomy
Deep learning segmentation model
The full images from the Gigapixel Woodbot were sub-
divided in non-overlapping patches measuring 640 x 640 
pixels, and 150 of these patches, from 2 different discs, 
were randomly selected to be used as training data for a 
deep learning segmentation model. All vessels and rays 
were annotated on these images using Roboflow [33]. 
The resulting annotated dataset for training the YOLOv8 
network represents approximately 17.000 vessels and 500 
rays, requiring 3 days of manual annotation. We split the 
dataset in 90 training images, 30 validation images, and 
30 test images, and trained a YOLOv8 deep learning seg-
mentation model [24] for 500 epochs. Performance met-
rics of the resulting model can be found in Appendix E.

Segmentation of stem discs
The resulting YOLOv8 segmentation model was applied 
to full stem disc gigapixel images using a moving window 
approach. This moving window takes a 640 x 640 crop, 
segments it, and adds the resulting mask to an empty 
binary image with the same size as the original full image. 
It subsequently moves to the next 640 x 640 crop, with 
a user-defined overlap area (in most cases 10–25%). This 
process is repeated until the entire image is segmented. 
In the current approach, sufficient RAM is needed to seg-
ment gigapixel images, approximately two times the orig-
inal size of the image. The segmentation process results in 

two large binary masks, one for vessels and one for rays. 
To count the number of vessels, the detection bound-
ing boxes from the YOLO model outputs were com-
bined and filtered with non-maximum suppression to 
remove duplicate detection using the same moving win-
dow approach. The described routine was implemented 
in Python 3.11.7 [34] using mainly following packages: 
torch, cv2, pyometiff, torchvision.ops. Training and seg-
mentation was performed on another workstation than 
the one used to control the Gigapixel Woodbot, running 
Microsoft Windows 10 Pro for Business equipped with 
an Intel Xeon W-2265 processor, 256 GB of DDR4 RAM 
and an NVIDIA RTX A4000 GPU.

Segmentation of increment cores
The previously mentioned routine of digitisation and seg-
mentation was also performed on five beech increment 
cores. The resulting masks were analysed using the X-ray 
CT toolchain [20, 35–37] (software packages available at 
www.dendrochronomics.ugent.be) to calculate profiles 
of vessel area fraction and ray area fraction consider-
ing tilted ring boundaries. This software was developed 
for X-ray micro-CT volumes of increment cores but can 
also be used for two-dimensional masks. The vessel area 
profile was corrected by dividing vessel area by the area 
not covered by rays, as this better represents yearly vessel 
area fluctuations.

Results
Table  1 summarizes all timings for mounting, sand-
ing up to grit size 4000, image acquisition, analysis and 
also the image and data size of the five beech wood discs 
and increment cores. One batch of five 30 cm increment 
cores takes only approximately 30 min to digitize, and not 
5 times 10 min, because of the parallelization mentioned 
in the Methods section (stacking, lens correction and 
stitching can be initiated in parallel with image acquisi-
tion of the next object), which is approximately a 2 times 
speed up compared to a serial execution of the imaging 
steps. For a single beech disc of 30–35  cm diameter, it 
takes approximately 7 h to digitize in total.

Figure  3 compares the difference in image quality 
between a gigapixel image of the same sample sanded 
up to 120 and up to 4000 grit size, and the same sample 
sanded up to 4000 grit but imaged with a flatbed scan-
ner. Clearly, the center image obtained with the Gigapixel 
Woodbot (11289 dpi (2.25 µm)) is much sharper than the 
flatbed scan (2400 dpi (10.58 µm)) on the right, which 
confirms the improved resolution of the image acquisi-
tion system with this specific combination of lens and 
camera. Additionally, the sanding quality strongly deter-
mines the visibility of the anatomical features at any reso-
lution, as the difference between polishing to grit 4000 
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and sanding to grit 120 only is evident when comparing 
the image at the left with the image in the center, both 
acquired with the Gigapixel Woodbot.

Figure  4 shows the gigapixel image and resulting ves-
sel and ray segmentation of one of the beech discs. Close 
to 9 million vessels were counted on this disc, consider-
ing that smaller vessels and thin rays are (potentially) not 
detected and that vessels close to one another might be 
segmented as one. Figure 5 shows one of the increment 
cores. A profile of vessel area fraction is shown as a pos-
sible product of this dataset.

Discussion
The full pipeline reported here allows analysis of large 
amounts of large sample surfaces with minimal human 
intervention. This is essential if we want to unlock 
detailed information in large wood collections, not only 
to understand population trends, but also to increase 
our understanding of individual tree responses [39] and 
including such data in an individualistic approach [40]. 
The different steps of this pipeline are essential to achieve 
this purpose.

Surface polishing with the robotic sander
Proper sanding and polishing are key steps for optimal 
surface quality, as shown in Fig.  3. In literature, inter-
esting embedding techniques are reported to further 
improve sanding quality at cell level (e.g. [8]), yet these 
are not applicable to large surfaces. Although the entire 

Fig. 3  Zoom on the same part of a Fagus sylvatica surface, acquired with the Gigapixel woodbot (left and center) and EPSON Perfection V750 Pro 
(right). The surface was sanded till grit P120 (left) and P4000 (center and right). Images were corrected for brightness and contrast using Fiji [38]

Table 1  Overview of the range of timings of the different steps 
for sanding and polishing, imaging and analysis of the beech 
discs and increment cores and the resulting dimensions and size 
(in GB) of the final images. Note that mounting, programming 
and polishing of increment cores is given for the entire batch, as 
they are small enough to be polished at once. K = 103 , M = 106

Beech disc 
(min-max 
range)

Increment core 
(average per 
core)

Diameter/length (cm) 30–35 30

Preparation

 Mounting (min) 1 1 (for all cores)

 Programming (min) 2 1 (for all cores)

 Polishing to grit 4000 (min) 425 5 (for all cores)

 Total (min) 428 7
Imaging

 Laser map (min) 15–28 2

 Image acquisition (min) 152–214 3

 Stacking (min) 13–43 1

 Lens correction (min) 62–111 1.5

 Stitching (min) 74–169 2.5

 Total (min) 316–565 10
Analysis

 YOLOv8 segmentation (min) 600–1000 5
 Image dimensions (megapixels) 20 K–38 K 480

 Image data size (GB) 61–114 1.6

 Number of segmented vessels 7.7 M–13.5 M 92 K
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procedure takes several hours and changing sandpaper 
between grits currently still requires a human operator, 
human intervention is low given the automated proce-
dure of the robotic sander, allowing multiple samples to 
be processed at once. Sanding and polishing have been 
performed manually in many studies, which is sufficient 
for tree-ring width studies or to visualize larger vessels 
[41], yet achieving a consistent high quality on large areas 
to enable high-resolution imaging of the wood anatomy 
is very difficult. We have polished up to and including 

grit 4000 to ensure high surface quality, yet we have not 
investigated whether, for quantifying features such as 
vessels and rays, all the grit sizes are needed. Future work 
could include a systematic study on the impact of grit 
size on the analysis results; it could well be that time for 
robotic sanding could be reduced further. While sanding 
produces detailed anatomical visualizations, we have not 
tested the measurement of for example features at cell 
wall level, such as cell wall thickness of fibres. It might 
be that smooth surfaces that are microtomed [17] or 

Fig. 4  Top: 24.000 megapixel (24 gigapixel) image of a 30 cm beech disc and two subsequent magnifications. Note the black areas: no images 
were taken there as informed by the laser height map, which saves time. Bottom: mask of the same disc made by the YOLOv8 model, indicating 
the vessels (approx. 8.86 million) in blue and the rays in red
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cross-sections obtained by microtomy are still needed to 
achieve the highest possible quality [5], yet that still has 
to be tested. The commercially available robotic sander, 
while user-friendly, does of course require training due 
to the complexity of its parameters. This includes care-
ful programming to prevent collisions, particularly when 
handling multiple samples. Thorough specimen fixation 
is essential to prevent movement during sanding and pol-
ishing. Although robotic sanding is needed to achieve 
the highest surface quality, careful manual sanding (see 
among others [16]) could still result in a quality sufficient 
for imaging of smaller wood surfaces, yet is difficult to 
achieve on larger surfaces such as entire wood discs. Fur-
thermore, for increment cores for example the use of a 
core microtome (e.g. [42]) can be used as well to obtain a 
very high surface quality.

Imaging with the Gigapixel Woodbot
When properly sanded and polished, high-resolu-
tion imaging using the Gigapixel Woodbot enables 
to visualize vessels and rays clearly, of similar quality 
as can be obtained with for example the commercial 
GIGAmacroTM system described in [1] (this system can 
achieve a higher resolution than the Gigapixel Wood-
bot) and the ATRICS system [14]. Of course, there is 
significant time needed for high-resolution imaging 
compared to flatbed imaging. A higher image resolution 

comes with a time cost, and the Gigapixel Woodbot is 
not optimized for speed, but for automation, which is 
one of the main advantages of the system. The paral-
lelization of image acquisition, stacking, lens correction 
and stitching, when scanning multiple objects at once, 
does speed up the imaging process. Good calibration 
of the camera is key (see Appendix B.4) to avoid image 
blur after extended focus imaging. Preferentially, the 
user selects a value between 10 % and 25 % overlap to 
allow for good stitching results. We implemented the 
MIST algorithm for stitching [43] in a seamless work-
flow, yet commercial packages such as PTGui (New 
House Internet Services B.V., the Netherlands) or tools 
under the hood of Fiji, such as the one developed by 
[44], are able to perform the stitching as well. With a 
maximal image resolution of 2.25  µ m, the minimal 
feature sizes that can be quantified are approximately 
5–6 µ m, which means that smaller vessels are likely 
not to be segmented properly. Then yet, the modularity 
of the system allows for mounting a higher-resolution 
camera if needed, similar to commercial systems, which 
comes with a cost of longer acquisition times and larger 
imagery (N times more images, N 2 the image size). 
Resente and colleagues [28], for example, show the 
potential of deep learning (Mask-RCNN) for quantita-
tive wood anatomy on cross-sections imaged with light 
microscopy, obtaining as such a much higher detail 

Fig. 5  A beech increment core at 2 magnifications. A mask indicating the vessels (blue) and rays (red) is shown under each Gigapixel Woodbot 
image. A profile of vessel area fraction is plotted below the masks. This profile accounts for varying ring border angles and excludes rays
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than the resolution obtained by the Gigapixel Wood-
bot, although on a much smaller surface. The size of the 
object is also limited by the size of the CNC, although 
this can be solved by either mounting the system on a 
larger CNC or re-positioning large discs underneath 
the entire set-up and stitch larger subsections together. 
Of course, the size of these images then becomes very 
large and the need for optimized high-performance 
computation is even more important then.

Automated analysis using the YOLO architecture
Numerous image analysis techniques exist in literature 
for quantitative analysis of wood anatomical traits. Con-
ventional image processing tools such as WinCELL [45] 
and ROXAS [46] have shown great value (e.g. [47, 48]). 
Fiji [38], with for example the Trainable WEKA segmen-
tation tool [49], is an example of machine learning-based 
analysis ([50]), as well as the open-source Qupath pack-
age [51] used in [52]. More recently, deep learning-based 
automation has been improved by the release of tools 
such as ROXAS AI [30]. The open-source accessibility 
of deep learning networks for image segmentation such 
as the YOLO framework used here is a game-changer in 
terms of ease-of-use and their potential for generaliza-
tion with rather limited training datasets, compared to 
aforementioned approaches. Also, optimizing the sur-
face preparation procedure by for example high-pressure 
water blasting to remove tyloses and wood dust inside 
lumina, as used in [41], was not needed here given such 
a DL-framework, once trained sufficiently, should be 
able to handle variability induced by dust and tyloses in 
lumina. We haven not tested the pipeline yet on a wide 
variety of species, so it remains to be seen if such high-
pressure water-blasting would be beneficial for certain 
species. Although computation time is quite long, no 
human intervention is needed  and the code can still be 
optimized for speed if need be. The proof-of-concept 
shown here of vessel and ray segmentation in beech is 
just one of several possible anatomical features to be seg-
mented. Different species have unique anatomical struc-
tures of interest, for example earlywood vessels in oak, 
parenchyma bands in tropical species, or even complete 
tree rings along the full circumference of the disc could 
be segmented. The DL-driven approach can be adapted 
to study a wide range of anatomical features across vari-
ous species, enhancing our understanding of wood anat-
omy and functional ecology. Obviously, DL networks do 
require a substantial amount of training data, therefore 
we need to train species-specific models, and probably 

will in time be able to move towards a general model able 
to analyze all wood species. In few cases, where only a 
limited number of samples is available per wood species, 
when several wood species have to be analyzed and when 
the surface area to be studied is small enough, it might 
still be more efficient to use conventional tools for image 
analysis or rely on cross-sections if feasible. Nonethe-
less, the DL-approach is also applicable on cross-sections 
if sufficient training data is available. It must be stressed 
that gathering training data using tools such as Robo-
flow is very interesting in that respect, given that one can 
import pre-trained models to assist in annotation, which 
reduces the annotation effort tremendously, compared to 
tedious efforts using software packages such as QuPath, 
(previous versions of ) PhotoShop and (previous versions 
of ) Image-Pro Plus (Media Cybernetics, USA), etc (e.g. 
[51, 53]). An advantage of aforementioned packages is 
the potential to interact with the segmentation data and 
correct if and where needed. In that respect, many of the 
aforementioned commercial packages have integrated or 
are integrating AI. One can of course question the fea-
sibility of correcting analyses with millions of vessels. 
A sensitivity study might be interesting in that respect. 
One of the current limitations of the Python segmenta-
tion routine is its high demand for RAM. In our work-
station with 256GB RAM we can process images up to 
140–160 GB approximately, but not larger with the cur-
rent approach. This issue can be addressed by either 
using cloud compute solutions, increasing RAM capac-
ity, increasing the swap file, yet as such lowering the 
speed of processing, or, at software side, by implement-
ing block processing. Finally, even with simplified ver-
sions of the systems described above, for example using 
a more manual approach for polishing or using a core 
microtome, image acquisition with other equipment 
(e.g. [14], GIGAmacroTM, HiroxTM, etc) as well as stack-
ing and stitching with other software (see above), one can 
still exploit the potential of DL-based wood anatomical 
analysis and the software approach presented here.

Conclusions
The proposed method allows for unprecedented analy-
sis of entire stem discs, as these can be imaged and seg-
mented in one go. The entire pipeline of automated 
surface preparation, image acquisition and segmentation 
thus enables the study of a large number of large wood 
surfaces.

The main advantage of the robotic sander is its ability to 
maintain consistent pressure and speed. This consistency 
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is crucial for high-quality sanding using multiple grits, 
ensuring a smooth and uniform surface. Additionally, 
the machine’s capacity to handle a wide variety of wood 
types makes it an invaluable tool for research, ensuring 
a surface quality that surpasses manual capability. Natu-
rally, the automation potential is key for preparing a large 
numbers of samples.

The Gigapixel Woodbot system allows to digitize 
large collections of increment cores and wood discs in 
an automated way, similar to commercial systems. The 
modularity of the Gigapixel Woodbot, thanks to the con-
tainer approach, allows for the addition of other cam-
era systems, which makes it possible to further increase 
the resolution to reach that of a digital microscope, and 
to optimize image quality for specific applications, e.g. 
making use of hyperspectral cameras to map the mac-
romolecular chemistry at high resolution. Given that the 
motion control runs independently from the imaging, 
any type of contact or non-contact sensor could be added 
to the toolhead as well that could be of use in the study of 
increment cores and wood discs.

The deep learning-based segmentation routine pre-
sented here enables automated analysis for quantitative 
wood anatomy with minimal human intervention (train-
ing data) and, when trained on a diverse range of wood 
species, could be a general tool for quantitative wood 
anatomical analysis.

As such, with automated robotic sanding, automated 
image analysis and DL-based segmentation, quantita-
tive wood anatomy on a large number of samples and on 
large samples is within reach, opening up new research 
avenues.

Appendix A Standard procedure for polishing 
with the robotic sander

•	 Initialization: the Cobot moves the sander towards 
the wood surface via predefined waypoints to avoid 
collisions.

•	 Rotation Activation: the rotation speed is set, and the 
sander initiates rotation. A waiting function ensures 
that the sander waits until the set rpm is reached and 
stable.

•	 Force Calibration: the Cobot calibrates its force 
measurement with two 0.1-second waiting periods 
for accuracy.

•	 Sanding Path Execution: the rotating sander moves 
downward towards the surface, adjusting speed 
based on set force. The sanding path, defined by a 
loop function (number of repetitions), force control 
(applied pressure), and movement pattern (lateral 
movements, spacing, and speed), is executed.

Appendix B Tab pages of the Gigapixel Woodbot 
GUI
B.1 Control
The control tab (Fig. 6) allows the user to easily control 
the various components of the robot, such as the CNC 
machine and camera. The tab consists of three parts: 
motor control, camera control and laser sensor control.

An overview of the robot’s current position, its current 
speed and the currently measured height of the height 
sensor is shown in the motor control part. On the right 
side of the tab are several buttons that allow the user to 
control the system. The user can enter coordinates and 
move the camera system to those coordinates. The blue 
buttons with pointers allow the user to adjust the posi-
tion of the robot head for each axis with adjustable step 
size. In addition, the user can set the current speed of the 
robot using sliders.

In the camera control part the user can select the avail-
able cameras (if implemented) and then click on ‘Update 
View’. The robot will take a picture of the current view. 
The user can then download this image as a TIFF file by 
clicking on ‘Download Current View’. Live view is cur-
rently not possible because the Python library Harvester 
(GitHub repository genic​am/​harve​sters) only supports 
processing individual images and not video streams.

In the laser control section the measured value of the 
laser is displayed. In addition, there is a button to change 
the position of the laser to the centre of an in-focus 
image.

https://github.com/genicam/harvesters
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Fig. 6  Control tab of the Gigapixel Woodbot
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B.2 Acquisition
In the acquisition tab (Fig.  7), users can start several 
acquisition tasks with different options:

•	 several scan jobs are initialized based on user-defined 
input: image acquisition can be performed either at 
a fixed Z-height, either with a predefined number of 
images at each position. For these scan jobs there is 
no need to use the laser. The user will need to define 
the start and end coordinates.

•	 a sparse height map is created when selecting the 
’Make base scan’ option. This height map is then dis-
played (’Current surface’) as an image on which the 
user can select one or several specific areas for which 

the laser sensor then will make detailed height maps 
later and will acquire the necessary images according 
to the laser data.

The proper camera can be selected and each scan job has 
a separate name. The percentage overlap between adja-
cent images can be defined as well.

Once the scan job has been implemented, the acquisi-
tion starts.

At the bottom of the acquisition tab, an overview of the 
current task and the tasks yet to be performed is listed. In 
this way, the user has a clear view of the progress and can 
easily manage the sequence of tasks.
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B.3 Analysis
The analysis tab (Fig. 8) provides the user with an overview 
of all acquisition tasks performed. For each task, the sta-
tus of stacking, lens correction and stitching is displayed, 

which can either be marked as ‘Done’ or ‘Pending’. A user 
can re-run the analysis by pressing the ’Start’ button.

The user can acquire new images while analysis tasks 
are still running, as both run independently. Of course, 

Fig. 7  Acquisition tab of the Gigapixel Woodbot
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since both require compute resources, the acquisition might take longer then.

Fig. 8  Analysis tab of the Gigapixel Woodbot
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B.4 Calibration
The calibration tab (Fig. 9) allows the user to align laser 
and camera position, which only has to be performed 
once, or when another camera is mounted on the system. 
When the robot measures a height value with the laser 
height sensor, this value must be matched with the cor-
responding position of the camera. Therefore, it is nec-
essary to determine the position of the laser relative to 
the camera along the X- and Y-axis (XY Calibration). 

This can be done using for example a microscopy calibra-
tion slide. By iteratively swapping camera and laser, the 
position of both can be aligned. In addition, the camera 
must be positioned along the Z-axis such that the object 
is in focus (Z calibration). Autofocus is not implemented, 
thus requiring this manual procedure. Therefore, multi-
ple images are taken along the Z-direction and the user 
can decide on the sharpest image, guided by a sharpness 
calculation.

Fig. 9  Calibration tab of the Gigapixel Woodbot
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Appendix C Docker containers of the Gigapixel 
Woodbot software
Figure 10 shows the flow of acquisition and processing of 
images.

Fig. 10  Flow diagram of acquisition and processing of images

Fig. 11  Domain diagram of the software architecture of the Gigapixel Woodbot. Each rectangle represents a container. The numbers at the arrows 
represent the communication between containers and are explained in Table 2



Page 18 of 24Van den Bulcke et al. Plant Methods           (2025) 21:11 

Figure  11 shows the domain diagram of the software. 
Communication between the different containers is indi-
cated by arrows, which are listed in Table 2.

We briefly describe the main functionality of the differ-
ent containers.

Python acquisition container
The Python acquisition container communicates directly 
with the camera and laser sensor. In addition, the con-
tainer establishes a connection with the LinuxCNC 
container, to operate the CNC machine. All images are 

stored on the local hard drive of the workstation. When 
image acquisition finalises, the metadata of these images 
is sent to the DIS. This allows the analysis container to 
retrieve them later. Finally, all acquisition functionality 
is available via REST (REpresentational State Transfer) 
calls. This makes the acquisition functionality address-
able via the GUI.

LinuxCNC container
The LinuxCNC container provides control of the CNC 
machine. LinuxCNC is an open source software plat-
form that is widely used for CNC machines and robotic 

Table 2  Overview of the communication interfaces illustrated by arrows in Fig. 11

Arrow Description of communication

1 The camera communicates with the acquisition interface using the GigE Vision standard.

2 The laser sensor communicates with the acquisition interface via UDP streaming.

3 LinuxCNC sends instructions to the CNC machine using G-code commands.

4 A WebSocket connection is established between the LinuxCNC container and the acquisition interface for bidirectional communication.

5 The acquisition interface adds metadata to the document store using the MongoDB protocol.

6 The document store and the analysis interface communicate over the MongoDB protocol. As such the analysis interface can fetch metadata 
of the scans.

7 The GUI application controls the machine by communicating with the acquisition interface, which utilizes a REST API.

8–10 The analysis interface initiates tasks with the extended focus imaging, lens correction, and stitching containers. Each container has a REST API 
that the analysis interface uses to start tasks.

11 The GUI application can restart tasks by communicating with the analysis interface, which also uses a REST API.

Fig. 12  Procedure for imaging of increment cores in a typical sample holder: the laser sensor measures the heights across line 1 and 2 (top) 
and based on the peaks (bottom, only the results of line 1 are shown) the blue lines (top) are defined along which the laser sensor measures 
detailed heights to inform the camera the number of images to take at each position
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Fig. 13  Performance statistics of the YOLOv8 segmentation model during training. B stands for bounding boxes, M for masks
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applications that provides a Python library to write auto-
mated scripts for the machine to execute.

Document image store container
To manage the large amount of images, the system has a 
Document Image Store or DIS container. This container 
runs a MongoDB database and receives metadata from 
images taken via the acquisition container. The advantage 
of using a DIS is that it is easy to scale and the stored data 
can be managed in a structured manner. The metadata of 
images can be queried by other containers, such as the 

analysis container and the GUI container, which later 
retrieves the images.

Python analysis interface container
Once the acquisition task has finished, the images pass 
through an analysis pipeline. A container ensures that 
this pipeline is executed and observes the DIS for new 
or changed data. If a new document is added or an exist-
ing document is changed, the container will notice this 
change. The Python analysis interface container com-
municates with the EFI, lens correction, and stitching 

Fig. 14  Performance statistics of the YOLOv8 segmentation model on the independent test set. Bounding box statistics
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containers via REST calls. Additionally, this analysis con-
tainer has a REST API that enables interaction with the 
GUI (see Appendix 7).

When the container detects a change in the DIS, it for-
wards the tasks to the appropriate container.

Extended focus imaging container
This container controls the Extended Focus Imaging 
(EFI) algorithm developed by Petteri Aimonen (GitHub 
repository Pette​riAim​onen/​focus-​stack), and is based 
on the work of [54]. The application is written in C++, 

uses OpenCV and is GPU accelerated by the use of the 
OpenCL API.

Lens correction container
This container controls the lens correction algorithm, 
correcting for vignetting. The telecentric lens is designed 
to work optimally with camera sensors that have a diago-
nal size of 21.5 mm, yet the camera used has a sensor size 
of 26 mm which therefore results in mechanical vignet-
ting. It also shows optical vignetting due to the shape of 
the lens.

Fig. 15  Performance statistics of the YOLOv8 segmentation model on the independent test set. Segmentation mask statistics

https://github.com/PetteriAimonen/focus-stack
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Mechanical vignetting was solved by cropping the 
detector size to 3380 x 3380 pixels (instead of the origi-
nal 4096 x 4096 pixels), and optical vignetting was solved 
for by correcting the images using flat-field images from 
a uniform object and correcting them by use of the BaSiC 
Python library [55].

Stitching container
The final step is performed in the stitching container. The 
stitching algorithm used is the Microscopy Image Stitch-
ing Tool (MIST) [43]. It is an algorithm that is direct-
based and is written in Java. It is a hybrid implementation 
that uses both the CPU and the GPU. The communica-
tion with the GPU is done via NVIDIA® CUDA. By 
communication with the GPU, the stitching is fast and 
efficient.

GUI container
To control the Gigapixel Woodbot, a GUI runs in a sepa-
rate container. The application is hosted by an NGINX 
web server, a popular web server widely used and known 
for its high performance, reliability and scalability. The 
application is written in HTML, CSS, and Javascript and 
uses the open-source toolkit Bootstrap for basic theming. 
Bootstrap’s pre-styled components make the develop-
ment tool easy to use and lead to faster development.

Appendix D Gigapixel Woodbot image acquisition 
procedure for increment cores
The laser sensor measures two lines perpendicular to 
the orientation of the increment cores and the peaks are 
determined. Based on the peaks left and right, the scan 
lines are determined (blue lines in Fig.  12). Note that 
when multiple objects are imaged (e.g. in this case mul-
tiple increment cores), the software can start to perform 
stacking, lens correction and stitching of an object once 
the image acquisition is finished, while at the same time 
starting the image acquisition of a another object in par-
allel, as such saving time.

Appendix E Deep learning model statistics
The different deep learning statistics are presented in 
Fig.  13, Fig.  14 and Fig.  15 for respectively the statis-
tics during training, of the independent test set and on 
bounding boxes and segmentation masks.
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